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Preliminaries

I’m posting problem set solutions and grades on NYU Classes.

Start thinking about your group project groups and topics, if you
haven’t already! I will distribute some topic suggestions by next
week’s lecture.
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Mincerian Regression

Recall the Mincerian regression (wage equation):

ln wagei = β0 + βedEdui + βexpExpi + βFemFemi + · · ·+ εi

Let’s revisit estimating this with the Cornwell and Rupert data.
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Baseline Results
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Relaxing Linear Effect of Education

Note that we’re missing a
coefficient on one of the education
categories.
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Dropping a Category Dummy
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Dropping the Constant Term
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Two Ways of Testing Hypotheses
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Delta Method I

We know how to compute standard errors on our coefficients, but
sometimes we are interested in functions of those statistics

For example, if we have linear and quadratic terms of experience
(βexpExpi + βexp2Exp2i ), then the model doesn’t just have a simple
“effect of experience”.

We might be interested in the effect of experience for somebody with
10 years of experience:

d ln Wagei
dExpi

∣∣∣∣
Expi=10

= βexp + 2βexp2expi = βexp + 20βexp2
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Delta Method II

Suppose we have an asymptotic distribution for an estimator:

√
n (b – β)⇒d N (0, Σ) .

Then the asymptotic distribution of a function of the estimator is

√
n (g (b) – g (β))⇒d N

(
0, (∇g (β))′ Σ∇g (β)

)
,

where ∇g (β) is the gradient of g (β):

∇g (β) =


∂g(β)
∂β1
∂g(β)
∂β2

...
∂g(β)
∂βK

 .

Note that we can estimate ∇g (β) with ∇g (b).
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Delta Method in R
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Numerical Bootstrap

Given the the asymptotic distribution of a parameter estimate

b ∼d N (β, Σ) ,

we have an estimated density function f̂ . Let f̂ be the multivariate
normal density with mean β and variance Σ.

We can simulate the asymptotic distribution of g (b) by
I Simulating draws bm for m = 1, 2, . . .M from f̂
I Computing g (bm) for each draw
I Then (g (b1) , g (b2) , . . . , g (bM)) will be a simulated asymptotic

distribution for

This can be useful when you have code to compute g (·), but
computing the derivative g (·) would be difficult. For example, when
g (·) represents an complex behavioral (or equilibrium) model.
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Heterogeneous Effects

When we have a model of the form

Yi = β0 + β1X1i + εi

we’re implicitly saying that the effect of X1 is the same for all
individuals.

Often we would like to relax this, allowing different groups to have
different slopes with respect to X1.

This is easy as long as the group membership is observed in the data.
We simply interact the regressor with dummy variables:

Yi = β0 + β0FDFi + β1X1i + β2X1iDFi + εi

where DFi is a dummy variable for whether individual i is female. Note
that we have allowed for the intercepts and slopes to vary by sex here.
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Heterogeneous Effects in R

Here, we construct interactions
manually, allowing education to
have a different effect for males and
females.

Does education have significantly
different effects for males and
females?
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Interactions with the : Operator

We can avoid creating the
interactions mandually with the :
operator.
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Interactions with the * Operator

This version gives us the interacted
and uninteracted terms with one
term.
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Mincerian Regression: Sample Selection

What happens when some of the
data is missing in a non-random
way?

For example, let’s imagine that the
low-wage individuals drop out of
the labor market.

Note: this may already be
happening in the data, but let’s
make it happen more.

Recall that the coefficient on ED in
the original regression was
5.654e-01
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Mincerian Regression: Measurement Error

What happens if one of the
variables of interest is measured
with error?

Let’s say the the recorded education
might be one year more or less than
the person’s actual education.

Note: this may already be
happening in the data, but let’s
make it happen more.

Recall that the coefficient on ED in
the original regression was
5.654e-01
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Omitted Variables Bias, Revisited

Suppose the econometrician only observes regressors X, but the true
model is

y = Xβ + zγ + ε,

The OLS estimator will equal

b =
(
X′X

)–1
X′y = β +

(
X′X

)–1
X′zγ +

(
X′X

)–1
X′ε

The last term is mean zero given the strict exogeneity assumption.

Note that the second term will not be zero if X and z are correlated;
i.e. if X′z 6= 0.

Implication: correlation between omitted variables and the observed
regressors makes OLS biased.
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Omitted Variables Bias II

Using the Frisch-Waugh theorem, we can show that

E
[
bOLS ,k |X, z

]
= βk + γ

(
Cov (z , xk |X–k)

Var (xk |X–k)

)
where X–k refers to all the regressors besides xk .

Suppose positive correlation between regressor xk and omitted
variable z .

Also suppose βk > 0 and γ > 0 so both variables have positive effects.

Let’s compare the average value of the dependent variable for xk = 0
and xk = 1. Two things change between these points:

I Dependent variable Y increases by βk because of direct effect of xk .
I Value of z should be higher because of the positive correlation between

xk and z . Higher values of z also contribute to a higher dependent
variable because γ > 0.

Paul T. Scott NYU Stern Econometrics I Fall 2018 20 / 22



Omitted Variables Bias in Mincerian Regression

What sort of variables might the
wage equation omit, and how
would you expect them to affect
the estimated coefficients?
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Outliers and Influential Observations

Outliers refer to observations that are “far away” from the rest of the
data. They can be due to errors in the data. There is no standard
formal definition.

Influential Observations refer to observations that have a large
result on the estimated coefficients. Again, no standard definition.

What to do? Greene:“It is difficult to draw firm general conclusions...
It remains likely that in very small samples, some caution and close
scrutiny of the data are called for.” I’d say that’s true even in large
samples, but there isn’t a generally accepted way of quantifying what
counts as appropriate “caution and close scrutiny.”

Removing clear outliers from datasets is generally considered good
practice (especially when such observations are likely errors).
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